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Third Lecture: Polarized (helicity) PDFs

3.1 Why DIS is not enough?

3.2 Why SIDIS is not enough?

3.3 Can pp→π0/jets help? 

3.5 RHIC preliminary/projections

3.6 EIC projections 

3.7 DSSV gluon update (2014)

3.4 Compass SIDIS update

3.8 NNPDFs reweighting (2014)

3.9 Outlook

‘90s, GRSV,  AAC, BB, NNPDFs

 DSS, DS, DNS, LSS

DSSV

DSSV+

DSSV++

3.0 Helicity PDFs framework
First NLO DIS analysis 1996

First NLO DIS+SIDIS analysis 1998

First NLO DIS+SIDIS+pp analysis 2008



3.0 Helicity PDFs

 factorization

 universality

 scale dependence
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3.1 Why DIS is not enough?
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evolution in principle could help:

∆qNS
3 ≡ (∆u + ∆ū)−
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3.1 Why DIS is not enough?
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evolution in practice is of little help:

reduced kinematical coverage and precision compared to unpolarized case



3.1 Why DIS is not enough?
D. de Florian et al./Nuclear Physics B 539 (1999) 455-476 461 
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Fig. 1. The polarized gluon (left) and valence quark densities (right), as given by the six NLO parametrizations 
that will be used in this paper, at the scale Q2 = 100 GeV 2. The patterns for the quark densities are the same 
as those used for the gluon. 

The size of  radiative QCD corrections to a given unpolarized hadronic process is 
often displayed in terms of  a 'K-factor '  which represents the ratio of  the NLO over LO 
results. In the calculation of  the numerator of  K one obviously has to use NLO-evolved 
patton densities. As far as the denominator is concerned, a natural definition requires the 
use of  LO-evolved parton densities. However, by using NLO-evolved parton densities 
and LO partonic cross sections, one still obtains a hadronic cross section accurate to 
LO, and therefore the denominator of  the K-factor can also be computed with NLO- 
evolved parton densities. If  one chooses a 'natural' subtraction scheme, such as MS, 
these two definitions of  the K-factor are expected to give similar results (we stress 
that the two definitions might give rather different results in the framework of  an 
arbitrary subtraction scheme: there is no reason to worry about that, since the K-factor 
is not a physical quantity, and therefore it is not supposed to be scheme-independent). 
However, in the case of  polarized scattering, additional problems arise. Indeed, suppose 
one attempts to fit Ag from the DIS data. Since the data hardly constrain the gluon 
density, very different results fo r / tg  can emerge if the fit is performed at LO or at NLO. 
This is confirmed in Fig. 2, where we show the 'gluonic'  K-factors K~g ~ AgNLO/AgLO 
as functions of  x for our various sets. 4 It can be seen that indeed for most sets  KAg is 
not close to unity. We observe that things are much better in the unpolarized case, where 
there are far more data to constrain the gluon: here Kg = gNLO/gLO ~ 1. Also note that 
in the case of  the 'GRSV maxg'  set, where one assumes [2] that Ag L°'yL° = gLO,NLO 
at the input scale (see above) in both LO and NLO, a Kag ~ 1 is found also at 
higher scales. This underlines our point that artificially large or small K-factors for, say, 

4 We do not show Kjg for GS-C, since in this case Ag L° [nay be zero. 
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Not a surprise that different fits
 provide very different pdfs 

Similarly for first moment 
of gluon polarized pdf

same group, same data: three different gluons! 
mea culpa



3.2 Why SIDIS is not enough?

very little help with gluons:

helps with sea quarks: analyzing power of final state hadrons

but for a price: FFs dependence

kaons??

so far consistent -no visible tensions?-
needs independent check (W)

same kinematics as DIS

more precise ΔΣ, better Δg

O(αs) relative suppression
charm and high pT hadrons huge exp. & Th errors
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3.3 Can pp→π0/jets help?

To measure gluon find observable where gluon starts
 at LO and dominates cross section

5.2 Measuring ∆g

• several different reactions with sensitivity to ∆g can be studied

for example, pp → γX, pp → jetX, pp → πX, pp → (cc̄)X, . . .

• for the first time, we can test universality properties of polarized pdfs

• emphasize : we are not only measuring nucleon structure

– we also test QCD spin interactions !

• all studied extensively in the unpolarized case

5.2 Measuring ∆g

• several different reactions with sensitivity to ∆g can be studied

for example, pp → γX, pp → jetX, pp → πX, pp → (cc̄)X, . . .

• for the first time, we can test universality properties of polarized pdfs

• emphasize : we are not only measuring nucleon structure

– we also test QCD spin interactions !

• all studied extensively in the unpolarized case

Example : High-pT jets at the Tevatron :

pp collisions: several processes initiated by gluons
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known NLO corrections ✔
work in unpolarized case ✔

pp→π0 X

pp→jets X

Latest Jets Results from the Tevatron

Christina Mesropian
on behalf of the CDF and D0 Collaborations
The Rockefeller University,1230 York Avenue,

New York, NY, 10065, USA

A comprehensive overview of the latest aspects of jet physics in proton-antiproton collisions
at

√

s =1.96 TeV is presented. In particular, measurements of the inclusive jet production,
dijet and multi-jet production, and jet substructure studies are discussed.

1 Inclusive Jet Production

The experimental measurements of jet cross section at the Tevatron provide stringent test of
QCD predictions, information on the strong coupling constant, αS , and constraints on proton
parton distribution functions, PDFs. The inclusive jet cross section measurements were per-
formed by the CDF collaboration 1, 2 using midpoint cone 3 and kT

4 algorithms and by D0
collaboration using the midpoint algorithm 5. Both experiments extended measurements to the
forward rapidity regions. The systematic uncertainties in these measurements are dominated by
the uncertainty in the jet energy scale. The extensive efforts to determine jet energy scale, using
single particle response technique in the case of CDF, and γ + jet event calibration method at
D0, allowed to achieve the jet energy scale uncertainties of 2-3% and 1-2%, respectively. The
understanding gained by these measurements is important for any analyses which have jets as
an object of interest.
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Figure 1: Measured inclusive jet differential cross sections in five rapidity regions by CDF compared to NLO QCD
predictions (left); Ratios of the measured cross sections over NLO QCD predictions by D0 (right).

Fig. 2 shows a comparison of the measured cross sections to the theoretical predictions. The
measurements are found to be in agreement with NLO QCD predictions for both experiments

pp→γ X

pp→cc X

other interesting candidates:



June 25 & 27, 2007 Longitudinal Spin Structure of the Nucleon 39
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3.3 Can pp→π0/jets help?
they have already done: ruled out large gluon polarization scenarios ✔
however1: so small polarization that errors prevent other direct comparisons ✘

however2: kinematic entanglement 
pT is the factorization scale
each pT bin probes a different x different pieces of Δg

at different Q2

< x > 0.1

< x >0.1



3.3 Can pp→π0/jets help?
Double spin asymmetries

ALL ≡

dσ++
− dσ+−

dσ++ + dσ+−

≡

d∆σ

dσ

d∆σ ≡

∑
ab

∫
dxa

∫
dxb ∆fa(xa, Q2)∆fb(xb, Q

2)×d∆σ̂ab(xa, xb, pT , αs(Q
2), pT /Q)

Perturbative stability: pp collisions

• Single-jet production (ES D=1) at RHIC√
s = 500 GeV, |η| < 1 and µR = µF = µ0 = 1

2

∑
i kiT

• Scale dependence substantially reduced from LO to
NLO: very similar to the unpolarized case ⇑

• NLO corrections moderate (to Born): affect the
asymmetry ∼ 20%

• Di-jet production (2 leading jets) at RHIC, |ηi| < 1,
with asymmetric cuts: p1T > 10 GeV, p2T > 15 GeV
x1 = (p1Teη1 + p2Teη2)/

√
s

• Same improvements (soft-gluon emission at small x1)

xa = (paT eηa + pbT eηb)/
√

s

x ∼ 2pT /
√

S

Single spin asymmetries : only for Parity violating interactions

Prospects for Spin Physics at RHIC 11

Here, σ+− represents a cross section for producing a specified final state with the
initial proton helicities (+) and (−). However, the proton beams are not in pure
helicity states. We expect that the beams will be about 70% polarized, meaning
that

Pbeam =
B+ − B−

B+ + B−
= 0.7, (8)

where B+ refers to the number of protons in the beam with (+) helicity. There-
fore, collisions with two bunches of protons, with for example +0.7 polarization
for one bunch and −0.7 polarization for the other bunch, will include collisions of
all four helicity combinations, (++), (+−), (−+), and (−−). The experimental
asymmetry is defined as follows:

ALL =
1

P1P2
×

(N ′
++ + N ′

−−) − (N ′
+− + N ′

−+)

(N ′
++ + N ′

−−) + (N ′
+− + N ′

−+)
, (9)

where N ′
+− represents the observed number of events when the beams were po-

larized (+) for beam 1 and (−) for beam 2, and normalized by the luminosity
for the crossing. Here, it is necessary to know only the relative luminosity for
the (++) and (−−) collisions versus the (+−) and (−+) collisions. The beam
polarizations are P1 and P2. Algebra can confirm that Equation 9 is equivalent
to Equation 7.

Similarly, we can define the parity-violating asymmetry for one beam polarized
longitudinally,

AL = −
σ+ − σ−

σ+ + σ−
, AL = −

1

P
×

N ′
+ − N ′

−

N ′
+ + N ′

−

. (10)

The parity-violating asymmetry was defined in 1958 to be positive for left-handed
production [21]. Observed parity-violating asymmetries are therefore typically
positive, due to the left-handed weak interaction.

For transverse spin, one- and two-spin asymmetries are defined in analogy with
the longitudinal asymmetries above, referred to as AN and ATT . In this case, the
directions (+) and (−) are transverse spin directions of the beam protons, not
the helicities. The transverse-spin asymmetries depend on the production angle,
θ, and on the azimuthal angle of the scattering, φ, as well as other variables. The
azimuthal dependence for scattering two spin-1/2 particles is

ATT ∝ cos(2φ) and AN ∝ cos(φ). (11)

φ=0 is defined for scattering in the plane perpendicular to the polarization di-
rection. Typically the beam is polarized vertically, with (+) polarization up, and
positive AN implies more scattering to the left than to the right of the beam
direction. The notation ANN is also used for a transverse two-spin asymmetry,
where N refers to beam polarization normal to the scattering plane. A subscript
S traditionally designates beam polarization in the transverse direction in the
scattering plane.

From Equation 9 or Equation 10 we need to know the beam polarization(s),
count the number of signal events for each combination of beam spin directions,
and monitor the relative luminosity for the crossings with these combinations of
beam spin directions. The statistical error of the measurement is

(∆ALL)2 =
1

NP 2
1 P 2

2
−

1

N
A2

LL. (12)

xa,b =

MW
√

s
e
±yW

π0 jets
W±

γ ...

unknowns

a range of x values

dominated by x~0.04-0.2



what can we do? 

DIS:  no flavor separation, no gluons

SIDIS:  no gluons, FF-dependence

pp:   entanglement, limited range

global analysis

DSSV 2008

inclusive DIS data

SIDIS data
~ flavor separation

 RHIC data

D.de Florian, R.S., M. Stratmann, W. Vogelsang

∆q + ∆q

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

50%

40%

10%



x∆fj(x,Q2
0) = Njx

αj (1− x)βj (1 + γj
√

x + ηjx)

x∆fj(x,Q2
0) = Njx

αj (1− x)βj (1 + ηjx)

Start evolution at 

MRST like input (easy to impose positivity)

For (better determined) uT = u + ū , dT = d + d̄
unpolarized

For sea and gluons

node allowed

αū = αuT αd̄ = αs̄ = αdT

ū , d̄ , s̄ , g

∆UT −∆DT = (F + D)[1 + εSU(2)]

Small x behavior of sea 

Normalization related to first moment

∆UT + ∆DT − 2∆ST = (3F −D)[1 + εSU(3)]

F + D = 1.269± 0.003 , 3F −D = 0.586± 0.031

Allow deviations from
 standard assumptions

26-5=21
free 

parameters

Q2
0 = 1GeV2

DSSV parameterization
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DSSV errors
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explore parameters 
profiles with LM

standard Hessian out of question

quadratic?

strong correlations 
between Δg parameters

non gaussian constraints:
● evolution
● positivity



DSSV errors

Improved Hessian also 
fails for Δχ2 > 1

! profiles of eigenvector directions (of Hessian)

!"#$%$&"'()*%+$&,'-.,!,(/
0112 !,+$),+*$34$-%#%'(+(#&

536$.%#7(&+$(,7(89(:+"#
;&+((-$/,#(:+,"8$,8$ <=

>
5346$&'%..(&+$(,7(89(:+"#

;&*%..")$/,#(:+,"8$,8$ <=

"#$%#&#'(%)*+,-#()#.%"
&/.0*(""10,+*

21(+/()#'*+,3,%+,%',

Δχ2 = 1 is insufficient



DSSV PDFs
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TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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FIG. 1: Comparison of RHIC data [3] and our fit. The shaded
bands correspond to ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).
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FIG. 2: Our polarized sea and gluon densities compared to
previous fits [4, 6]. The shaded bands correspond to alterna-
tive fits with ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).

but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating

~ positive

 : negative

:  SIDIS requires positive (HERMES)
but first moment negative (DIS)

scattering [? ], which still lack a proper NLO description.
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FIG. 3: The χ2 profile (a) and partial contributions ∆χ2
i (b)

of the individual data sets for variation of the truncated ∆g1

at Q2 = 10 GeV2 calculated in the range 0.05 ≤ x ≤ 0.2.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating
from an SU(3) flavor-symmetric sea, which awaits fur-
ther clarification from the upcoming W boson program
at RHIC. A particular interesting result emerges for the
polarized strange quark distribution: a fit that excludes
the SIDIS data prefers a negative ∆s, but with SIDIS
data included, ∆s is forced to be positive for x ! 0.02,
in agreement with a recent LO analysis in [? ]. From
the fit we find breaking parameters εSU(2,3) in (??), (??)
very close to zero, such that the first moment of ∆s must
be negative. Therefore, in the full fit, ∆s turns negative
at small x, gaining most of its area there. This is also
visible in Tab. ??, where we show the full and truncated
first moments for our PDFs. The behavior of the strange
quark distribution also leaves its imprint on the quark
singlet, ∆Σ = ∆u+∆ū +∆d+∆d̄ +∆s+∆s̄. It will be
interesting to further investigate this issue.

Conclusions.—We have presented in this paper the
first global NLO QCD analysis of DIS, SIDIS, and pre-
liminary RHIC data in terms of the helicity parton distri-
bution functions. A technique based on the use of Mellin
moments of the parton distributions allows to efficiently
incorporate the data from pp scattering at RHIC in a full
and consistent NLO analysis. We have found that the
RHIC data set significant constraints on the gluon he-
licity distribution, providing evidence that ∆g(x, Q2) is
small in the accessible range of momentum fraction. We
also found that the SIDIS data clearly point to a mostly
positive ∆ū and a negative ∆d̄. The strange quark distri-
bution ∆s comes out negative at x " 0.02 and positive at
higher x, even though here the systematic uncertainties
inherent in SIDIS are arguably largest.

While our study should and will be improved on a
number of aspects, in particular related to the inclusion
of theoretical uncertainties and the treatment of experi-
mental ones, we believe that it opens the door to finally
obtaining a better and more reliable picture of the spin
structure of the nucleon. In particular, it will help RHIC

TABLE II: First moments ∆f1,xmin
j at Q2 = 10GeV2.

xmin = 0 xmin = 0.001

best fit ∆χ2 = 1 ∆χ2/χ2 = 2%

∆u + ∆ū 0.813 0.793 +0.011
−0.012 0.793 +0.028

−0.034

∆d + ∆d̄ -0.458 -0.416 +0.011
−0.009 -0.416 +0.035

−0.025

∆ū 0.036 0.028 +0.021
−0.020 0.028 +0.059

−0.059

∆d̄ -0.115 -0.089 +0.029
−0.029 -0.089 +0.090

−0.080

∆s̄ -0.057 -0.006 +0.010
−0.012 -0.006 +0.028

−0.031

∆g -0.084 0.013 +0.106
−0.120 0.013 +0.702

−0.314

∆Σ 0.242 0.366 +0.015
−0.018 0.366 +0.042

−0.062

to realize its full potential, as hopefully more and more
precise data will emerge over the next few years. We
finally note that use of our fast and efficient Mellin tech-
nique for incorporating NLO pp scattering cross sections
in the analysis is of course not restricted to RHIC, but
could equally find important applications at the LHC.
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FIG. 3: The χ2 profile (a) and partial contributions ∆χ2
i (b) of

the data sets for variations of ∆g1,[0.05−0.2] at Q2 = 10 GeV2

from an SU(3) flavor-symmetric sea, which awaits fur-
ther clarification from the upcoming W boson program
at RHIC. A particular interesting result emerges for the
polarized strange quark distribution: a fit that excludes
the SIDIS data prefers a negative ∆s, but with SIDIS
data included, ∆s is forced to be positive for x ! 0.02,
in agreement with a recent LO analysis in [16]. From the
fit we find breaking parameters εSU(2,3) in (6), (7) very
close to zero, such that the first moment of ∆s must be
negative. Therefore, in the full fit, ∆s turns negative at
small x, gaining most of its area there. This is also visi-
ble in Tab. II, where we show the full and truncated first
moments for our PDFs. The behavior of ∆s also leaves
its imprint on the quark singlet, ∆Σ. Notice that below
x ! 0.001, where no data is available, the contribution
for the moment is determined by the extrapolation of the
distribution rather than constrained by the fit.

Conclusions.—We have presented in this paper the
first global NLO QCD analysis of DIS, SIDIS, and pre-
liminary RHIC data in terms of the helicity parton distri-
bution functions. A technique based on the use of Mellin
moments of the parton distributions allows to efficiently
incorporate the data from pp scattering at RHIC in a full
and consistent NLO analysis. We have found that the
RHIC data set significant constraints on the gluon he-
licity distribution, providing evidence that ∆g(x, Q2) is
small in the accessible range of momentum fraction. We
also found that the SIDIS data clearly point to a mostly
positive ∆ū and a negative ∆d̄. The strange quark distri-
bution ∆s comes out negative at x " 0.02 and positive at
higher x, even though here the systematic uncertainties
inherent in SIDIS are arguably largest.

While our study should and will be improved on a
number of aspects, in particular related to the inclusion
of theoretical uncertainties and the treatment of experi-
mental ones, we believe that it opens the door to finally
obtaining a better and more reliable picture of the spin
structure of the nucleon. In particular, it will help RHIC
to realize its full potential, as hopefully more and more
precise data will emerge over the next few years. We
finally note that use of our fast and efficient Mellin tech-

nique for incorporating NLO pp scattering cross sections
in the analysis is of course not restricted to RHIC, but
could equally find important applications at the LHC.

TABLE II: First moments ∆f1,[xmin−1]
j at Q2 = 10 GeV2.

xmin = 0 xmin = 0.001

best fit ∆χ2 = 1 ∆χ2/χ2 = 2%

∆u + ∆ū 0.813 0.793 +0.011
−0.012 0.793 +0.028

−0.034

∆d + ∆d̄ -0.458 -0.416 +0.011
−0.009 -0.416 +0.035

−0.025

∆ū 0.036 0.028 +0.021
−0.020 0.028 +0.059

−0.059

∆d̄ -0.115 -0.089 +0.029
−0.029 -0.089 +0.090

−0.080

∆s̄ -0.057 -0.006 +0.010
−0.012 -0.006 +0.028

−0.031

∆g -0.084 0.013 +0.106
−0.120 0.013 +0.702

−0.314

∆Σ 0.242 0.366 +0.015
−0.018 0.366 +0.042

−0.062
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TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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FIG. 1: Comparison of RHIC data [3] and our fit. The shaded
bands correspond to ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).
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FIG. 2: Our polarized sea and gluon densities compared to
previous fits [4, 6]. The shaded bands correspond to alterna-
tive fits with ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).

but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating

Δg rather small 
even moderate 

estimates (DNS/GRSV) 
ruled out

TABLE I: Data used in our analysis [2, 3], the individual
χ2 values, and the total χ2 of the fit. We employ cuts of
Q, pT > 1GeV for the DIS, SIDIS, and RHIC high-pT data.

experiment data data points χ2

type fitted

EMC, SMC DIS 34 25.7

COMPASS DIS 15 8.1

E142, E143, E154, E155 DIS 123 109.9

HERMES DIS 39 33.6

HALL-A DIS 3 0.2

CLAS DIS 20 8.5

SMC SIDIS, h± 48 50.7

HERMES SIDIS, h± 54 38.8

SIDIS, π± 36 43.4

SIDIS, K± 27 15.4

COMPASS SIDIS, h± 24 18.2

PHENIX (in part prel.) 200 GeV pp, π0 20 21.3

PHENIX (prel.) 62GeV pp, π0 5 3.1

STAR (in part prel.) 200 GeV pp, jet 19 15.7

TOTAL: 467 392.6

spond to the maximum variations for ALL computed with
alternative fits consistent with an increase of ∆χ2 = 1 or
∆χ2/χ2 = 2% in the total χ2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analysis [4, 6].
For brevety, the total ∆u+∆ū and ∆d+∆d̄ densities are
not shown as they are very close to all other fits [4–6].
Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

∆f1,[xmin−xmax]
j (Q2) ≡

∫ xmax

xmin

∆fj(x, Q2)dx, (8)

at Q2 = 10 GeV2 and for [0.001 − 1]. As in Ref. [6]
they can be taken as faithfull estimates of the typical
uncertainties for the antiquark densities. For the elusive
polarized gluon distribution, however, we perform a more
detailed estimate, now discriminating three regions in x:
0.001-0.05, 0.05-0.2 (roughly corresponding to the range
probed by present RHIC data), and 0.2-1.0. Within each
region, we scan again for alternative fits that maximize
the variations of the truncated moments ∆g1,[xmin−xmax],
sharing evenly to ∆χ2. In this way we can produce a
larger variety of fits than for a single ([0.001−1]) moment,
and, therefore, a more conservative estimate. Such a pro-
cedure is not necessary for antiquarks whose x-shape is
already much better determined by DIS and SIDIS data.
One can first of all see in Fig. 2 that ∆g(x, Q2) comes out
rather small, even when compared to fits with a “moder-
ate” gluon polarization [4, 6], with a possible node in the
distribution. This is driven by the RHIC data which put
a strong constraint on the size of ∆g for 0.05 ! x ! 0.2
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FIG. 1: Comparison of RHIC data [3] and our fit. The shaded
bands correspond to ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).
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FIG. 2: Our polarized sea and gluon densities compared to
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tive fits with ∆χ2 = 1 and ∆χ2/χ2 = 2% (see text).

but cannot determine its sign as they mainly probe ∆g
squared. To explore this further, Fig. 3 shows the χ2

profile and partial contributions ∆χ2
i of the individual

data sets for variations of the moment computed for this
x range. A nice degree of complementarity and consis-
tency between is found. A small ∆g at x # 0.2 is also
consistent with data for ALL from lepton-nucleon scatter-
ing [15], which still lack a proper NLO description. The
small x region remains still largely unconstrained.

We also find that the SIDIS data give rise to a ro-
bust pattern for the sea polarizations, clearly deviating

no clear statement for first moment : ~0  
but huge uncertainty at small x

Complementarity of different data sets
 RHIC mainly in [0.05-0.2] region
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3.4 Compass SIDIS update:  DSSV+

M.G. Alekseev et al.,
Phys.Lett.B693:227-235,2010 
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3.4 Compass SIDIS update:  DSSV+

DSSV well within the error bars of DSSV+

Δχ2=1 is too small

Δχ2=2% is too much

(44 new)
(467) 

(88 new)
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DSSV++

larger gluon polarization? (within errors)



3.5 RHIC preliminary/projections 

DSSV++ w/STAR W

backward forward
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3.5 RHIC preliminary/projections 

significant reduction of uncertainties
SIDIS & FFs cross check



3.6 EIC projections 
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3.6 EIC projections 
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ΙηΙ < 0.5
0.5 < ΙηΙ < 1.0

ΙηΙ < 0.5

0.5 < ΙηΙ < 1.0
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Truncated moments
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Q2-dependence

2
i

g1,[ 0.05-0.2]

Q2

1

5
10

50
100

0

5

10

15

-0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

2
i

g1,[ 0.05-0.2]

Q2

1

5
10

50
100

0

5

10

15

-0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

x g

x

0

0.05

0.1

0.15

0.2

0.25

10 -5 10 -4 10 -3 10 -2 10 -1 1

medium Q2 

high Q2 

low Q2 

very fast evolution 
            in RHIC kinematics 

3.7 DSSV gluon update  de	
  Florian,	
  R.S.,	
  Stratmann,	
  Vogelsang	
  1404.4293



what about small and large-x?
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EIC could extend two decades in x
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how do we estimate errors?

1. pick a relevant observable (not a parameter)
~ truncated moment

2. plot profiles for subsets of data

3. check their own 68% and 90% CL limits

4. read error and tolerance for largest departure 

can’t use MSTW & CTEQ dynamical scheme
 ~ Improved Hessian 

~ experiment, data set

~ assume    distributionχ
2

68%C.L.



3.8 NNPDF reweighting  E.	
  Nocera	
  et	
  al.	
  	
  1406.5539

include RHIC (jets and W’s) and Compass open charm data by reweighting
build and ensemble of PDFs and prune by comparison with new data

Problem: NNPDF1.0 produce only ensembles for (∆q + ∆q)

Solution: borrow DSSV       but inflating               parameter errors∆q ∆χ
2

= 1

● W-data produce similar effect as in DSSV++ studies 

● Compass open charm has negligible impact.

● Good agreement on the gluon polarization with DSSV gluon update
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3.9 Outlook  
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flavor separation: FFs upgrade
Ws

GLUONS:

keep giving us surprises ... nice: large!

much better constrained by data well done!

progress understanding uncertainties independent 
approaches

obvious, but in long run 

very welcome!

SEA QUARKS:
much interesting than ∆u = ∆d = ∆s = 0

almost done!

framework running

DSSV-II

lots of physics involved!

coming soon








